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Abstract

One of the most often used multi-channel noise suppression structure is Generalised

Sidelobe Canceler (GSC). The structure seems to be promising fundament for extended

systems with much more satisfying performance than others systems. The detail study of

the GSC structure necessary to design new algorithms is summarized in this paper and

results of performed experiments and solution of some discovered problems are presented

here. The direction of next work is proposed as the conclusion of the paper.
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1 Introduction

Many multi-channel noise suppression systems developed during last years are based on the

Generalised Sidelobe Canceler (GSC) proposed by GriÆths and Jim in [8] as an alternative

structure to the Adaptive Beamformer (Frost [4]). The structure was being studied by Simmer

in his earlier work (see [5]) and the structure with ability to suppress incoherent as well as

coherent noise was developed.

Later studies (e.g. [3]) showed that original GSC has no suÆcient ability to reduce coherent

noise and new systems based on the GSC and post�ltering were developed. Signi�cant works use

several ideas: a combination of GSC version of superdirective beamformer and a post�ltration [2],

extension of beamformer by coherence �lter [6] or extension by cepstral lifter [7]. Another

interesting work is Hoshuyama's and Sugiyama's improvements of the GSC direction dependence

behaviour in paper [9].

To develop new eÆcient multi-channel noise suppression algorithm based on the GSC, it is

necessary to make detail study of the system. Therefore the �rst part of this paper is focused

to algorithm description and analysis. The second part of the paper contains comments to

realization and some performed experiments results. The direction of next work is outlined in

the conclusion of the paper.

2 Algorithm description

The block diagram of the GSC algorithm is in �gure 1(a). The GSC consists of three basic

part: delay and sum beamformer (DAS) | M microphones with summation block (S), Wiener

�lter (WF) and sidelobe canceler (SC) | blocking matrix (BM) with adaptive canceler (ANC)

composed of L adaptive �lters Hi.

The system works in following way: the DAS at the input of the system performs primary

ampli�cation of the signal coming from the look-direction (direction orthogonal to microphone

array). The DAS output X(k) is processed by the WF. The weights of the WF are counted
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Figure 1: (a) block diagram of the GSC structure, (b) model of the input part, (c) amplitude and

phase frequency response for � = const:, (d) gain of the input part

from the WF output YW (k) to minimize power of the input signal. The second branch | the

BM and the ANC, cancels coherent noise: the BM separate the non look-direction signal from

the input signal. This signal is the input of the ANC part. The weights of the ANC are set

from the GSC output signal y(n) to model coherent non-look direction noise. Finally the ANC

output Ys(k) is subtracted from the WF output signal to get the GSC output signal y(n).

3 Analysis and realization

The analyses of each part of the system are given in this section. Each analysis contains

practice notice to realization of the relevant part.

Delay and sum beamformer

The function of the delay and sum beamformer | DAS, can be, at �rst approximation,

modeled by the �nite impulse response �lter depicted in �gure 1(b). The DAS output can be

written as:

y[n] =
M�1X

l=0

aj x[n� j � ] (1)

where aj are �lter weights and � is time delay of the �lter dependent on the incoming signal

direction. An example of a frequency response of the �lter described by equation 1 for � = const.,
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Figure 2: (a) the Wiener �lter block diagram, (b) the SC part of the system

aj = 1 andM = 7 is in the �gure 1(c). Another example of a frequency response | as a function

of the time delay is in �gure 1(d).

It is noticeable from the examples that the input part of the GSC is M -order low-pass �lter

with incoming signal direction dependent frequency response. The weighs of the �lter can be

practically set to 1 or to 1=M . The second variant | aj = 1=M , should be preferred to constrain

maximal gain of the �lter to 1 what ensures equality of the WF and the ANC branches gains.

Wiener �lter

The Wiener �lter | WF, realizes MMSE estimation of X(k). The equation for the WF

weights can be derived as following (see �gure 2(a)):

The power of the error signal:

E["2] = E[(dn � yn)
2] = �dd(0) + �yy(0) � 2�dy(0) =

= �dd(0) +Z
�1
n
[W (z�1)�xx(z)� 2�dx(z)]W (z)

o
=

�����W (z) =
MX

m=0

wmz
�m

����� =

= �dd(0) +
MX

l=0

MX
m=0

wlwm�xx(l �m)� 2
MX
m=0

wm�dx(�m); (2)

where E[ ] is the operator of mean expected value, " the error signal, �xx(k) the power spectrum

density (PSD) of signal x(n), �xy(k) the cross-PSD of signals x(n) and y(n), W (z) the transfer

function of the �lter, wm are the weights of the �lter and Z fg is operator of z-transformation.

The minimum of the error signal can be counted from derivation of the expression 2:

@"

@wk

= 2
1X

l=�1

wl�xx(k � l)� 2�dx(�k) = 0 )

1X

l=�1

w�

l �xx(k � l) = 2�xd(k); (3)

so that

W (z) = Z fw�

kg =
�xd(z)

�xx(z)
: (4)

To realize the expression 4 is necessary to assume uncorrelated input noise and no correlation

between input noise and useful signal:

�xd(z) = �dx(z) = �dd(z) and �xx(z) = �dd(z) = �nn(z); (5)

where d means useful signal, n input noise and x input signal.

The �nal expression for WF weights can be obtained using equation 4 with assumption 5:

W (z) =
j�dd(z)j

�dd(z) + �nn(z)
: (6)
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Figure 3: (a) basic structure of the ANC, (b) model of the BM considered in text

The PSDs in the expression 6 have to be procured from the microphone array at the input

of GSC. One way how to do it showed Fisher and Simmer in [5] by recursive formulas:

�̂l
dd(k) = � �̂l�1

dd (k) + �̂0

dd(k) and �̂l
xx(k) = � �̂l�1

xx (k) + �̂0

xx(k); (7)

where superscript l denotes number of segment,

�̂0

dd(k) =
2

M(M � 1)

M�1X
i=1

MX
j=i+1

X�

i (k)Xj(k) and �̂0

xx(k) =

������
1

M

MX
j=1

Xj(k)

������

2

: (8)

To improve the WF estimation method proposed by Nuttall and Carter [12] based on smooth-

ing the PSD estimation can be used: The PSD estimation obtained from expression 8 is trans-

ferred to time domain, weighted by window

wlag(n) =
wd(n) rww(0)

rww(n)
; (9)

where wd is desired window | e.g. Bartlett window, and rww is auto-correlation function of

data-window, and transferred back to frequency domain. This procedure improves the WF �lter

estimation so that musical tones are reduced.

The necessity of conditions 5 accomplishment leads to the fact that the WF suppresses only

non-coherent noise and coherent noise is not touched so no distortion of the input speech is

possible in this section.

A notice to the WF realisation should be written: the frequency response value of the �lter

should be in interval h0; 1i. The practical value can be out of this interval due to estimation

error of the PDS so it is necessary to constrain it to the relevant values.

Adaptive noise canceler

The ANC branch is in the �gure 2(b). The function of this part can be described by the

ANC diagram in �gure 3(a). The �lter H is the Wiener �lter and its weights are set from the

output by formula 4 completed by expressions for PSD from the diagram:

Hi(z) =
�Æiyw(z)

�ÆiÆi(z)
=

�ss(z)A(z
�1) + �nn(z)B(z

�1)

�ss(z) jA(z)j
2 +�nn(z) jB(z)j

2
; (10)

where meanings of the symbols are obvious from the diagram. The adaptive �lter models noise

included in the input part from signal obtained at the reference point. If there is no desired

signal at the reference point (A(z) = 0) then H(z) = B�1(z) and the modeled noise will be

subtracted at the output. If the desired signal appears at the reference point (A(z) 6= 0) then

model will fail and the desired signal at the output will be distorted. The range of the noise
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Figure 4: (a) frequency response of the BM and its compensation, (b) compensation �lter

suppression and useful signal distortion can be expressed by signal to noise ratios (SNR) and

signal distortion (D(z)):

if the SNR at the input is denoted as SNRin and SNR at the reference point as SNRref :

SNRin(z) =
�ss(z)

�nn(z)
and SNRref (z) =

�ss(z) jA(z)j
2

�nn(z) jB(z)j
2
; (11)

then SNR at the output can be written as:

SNRout(z) =
�ss(z) j1�A(z)H(z)j2

�nn(z) j1�B(z)H(z)j2
=

�ss(z)

�nn(z)

�����
�nn(z)B(z

�1)

�ss(z)A(z�1)

�����
2

=

=
�nn(z) jB(z)j

2

�ss(z) jA(z)j
2
=

1

SNRref (z)
; (12)

what shows that SNRout nad SNRout are reciprocal.

The signal distortion D(z) de�ned as the ratio of the useful signal at the output of the

Wiener �lter to the useful signal at the input can be expressed as

D(z) =
�ss(z) jA(z)H(z)j2

�ss(z)
=

�ss(z) jA(z)=B(z)j
2

�ss(z)
=

����
A(z)

B(z)

����
2

=
SNRref (z)

SNRin(z)
; (13)

what indicates that low signal distortion results from high SNRin and low SNRref .

The accomplishment of the conditions 12 and 13 is realised by the BM separating the non-

look direction signal from the input signal so that behind the BM just a noise appears.

Several realisations of the BM were proposed in papers dealing with the GSC. The realisations

are based on mutual combination of particular channels (e.g. [8]) or adaptive �ltering (e.g. [9]).

The BM realised by subtraction of adjacent channels is frequently used due to easy realisation.

The mathematical notation of this solution is:

BM =

0
BBBB@

1 �1 0 : : : 0 0

0 1 �1 : : : 0 0
...

...
...

. . .
...

...

0 0 0 : : : 1 �1

1
CCCCA
: (14)



non-correlated correlated noise correlated noise

wide-band noise 3000Hz 1200 -1300 Hz

SNRin LARin LARout SD LARin LARout SD LARin LARout SD

20 4.52 4.33 1.79 4.66 4.32 1.78 4.52 4.33 1.81

10 4.61 4.47 1.95 5.24 4.42 1.78 4.55 4.32 1.83

0 4.82 4.46 1.81 6.06 4.68 1.91 4.65 4.30 1.75

-10 5.25 4.72 2.05 7.06 5.55 1.89 4.96 4.46 1.81

-20 5.55 4.83 2.69 7.77 6.64 2.12 5.54 4.74 2.05

Table 1: LAR of input and output signals and SD as a function of input SNR

The BM expressed by 14 works well in ideal case. In real environment when the signal

wave form is no plane and the look-direction is no right orthogonal to the microphone array the

leakage of useful signal through the BM can be observed and the useful signal at the output of

the GSC will be distorted.

Realisation of the BM from expression 14 leads to �nite response �lters model at �gure 3(b).

This �lters represent �rst order high-pass �lters with frequency response at �gure 4(a) upper

and cause undesired suppression of low frequency in the ANC part. The compensation with

frequency response showed in �gure 2(b) lower has to be used. It can be realised by inverse �lter

to the �rst order FIR �lter | �rst order in�nite impulse response �lter showed at �gure 4(b).

The weight of stable �lter realisation has to be bigger then �1, e.g. -0:95.

If the DAS summation is weighted (see delay and sum beamformer part), then summation

at the output of the ANC can be also realised as weighted summation with weights ai = 1=L

(see �gure 2(b)), where L is a number of the ANC channels, to compensate di�erent number of

channels in the DAS and the ANC parts. L = M � 1 for the BM realised according to formula

14 so that the compensation is not precise but it is suÆcient.

4 Simulation and results

The simulations to test the GSC structure were performed with following parameters: num-

ber of microphones M = 7, sampling frequency fs = 8kHz, segmentation length Lseg = 256

samples, overlap Lover = 128 samples and FFT size NFFT = 512.

The di�use character of the input signal was modeled by method described by Allen and

Berkley in [1]. This method models impulse response of rooms by image model:

p(t;X;X 0) =
1X

p=0

1X
r=�1

�
jn�qj
x1 �

jnj
x2 �

jl�jj
y1 �

jlj
y2�

jm�kj
z1 �

jmj

z2

Æ[t� (jRp +RT j=c)]

4�jRP +RT j
; (15)

where c is speed of sound, �i are pressure reex coeÆcients of relevant walls, Rp = (x � x0 +

2qx0; y�y0+2jy0; z�z0+2kz0), RT = 2(nLx; lLy;mLz), L = (Lx;Ly;Lz), X = (x; y; z) is talker

location, X 0 = (x0; y0; z0) is microphone location and p = (q; j; k) and r = (n; l; m).

The impulse response (IR) for parameters L = (7:0; 3:5; 2:5) meters, X = (5:0; 0:5; 1:0) me-

ters, X 0 = (5:0; 3:5; 1:0) meters with 0:05m microphones spacing, � = (0:9; 0:9; 0:9; 0:9; 0:7; 0:7)

and c = 340ms�1 and fs = 80kHz were used to simulate input signal. The input signal of each

microphone was composed of speech, wide-band non-correlated noise and narrow-band corre-

lated noise. Each of this components was obtained as a convolution of appropriate signal with

IR obtained according to the previous paragraph.

Several criteria to study the GSC behaviour were used. Inuence of a noise type and a level

of SNRin was watched by spectrograms, Log Area Raio | LAR, and signal distortion | D(z)

(see [14]). Also convergence of the adaptive �lters were watched.



Some results of the simulations are in table 1. The improvement of speech quality can

be noticed from LAR comparison in this table. The signal improvement measured by LAR

grows with decreasing SNRin. There is necessary to consider also SD in this case | the signal

distortion also grows (see line for SNRin = �20dB) and the distortion of useful signal have to

be checked by reception tests. The problems with the weights convergence appear if SNRin is

low.

The experiments shown following important fact:

At �rst, there is no suÆcient separation of noise and useful signal in the BM so that conditions

for good work of the ANC part are not accomplished and the distortion of the output signal can

be observed.

At second, problem results from zero-gain points of the DAS frequency response (see �gure

1(d))| this points lead to missadjustment of the adaptive �lters weights.

The last fact is, that a correlated high power signal in the input signal causes divergence of

the ANC weights and destruction of the output signal.

5 Conclusion

The study described in this paper showed features and problems of the GSC. The elimination

of mentioned problems and reduction of microphone numberM without decrease of performance

are goal of next work. Because the main source of the useful signal distortion is the BM failure

and consecutively the ANC �lters divergence, special attention will be paid to this subject.

A solutions of the goals mentioned in previous paragraph will be approached by

� study of new possibilities of BM implementation. This study will go out from Nordebo,

Claesson and Nordholm work [13],

� considering the ANC implementation using coherence �lter. The promising result of the

coherence method used in beamforming was published by Le Bouguin in [11] and Gunzalez-

Rodrigues and Ortega-Garcia in [6],

� possibility of microphone number reduction will be test using method published by Houston

in [10].
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